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Problem Statement

• “Big Data” = everywhere, inexpensive, nonprobability samples
• Need model-based approaches for inference (Elliott and Valliant 2017)

• Selection bias a (the?) major concern with nonprobability samples
• Also a concern with low response rate probability samples!

• Existing methods for assessing sample representativeness inadequate
• R-indicator (Schouten et al. 2009) depends only on response propensity and is 

agnostic about the survey variables of interest
• H1 indicator (Sarndal and Lundstrom 2010) is based on the variables of interest, but 

assumes an ignorable selection mechanism
• Our Goal: Develop tools exist for gauging the amount of non-ignorable 

selection bias in survey estimates arising from non-probability sampling
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Approach for Means (Continuous Variables)
• Assume we have:
• Continuous variable of interest Y, covariates Z from non-probability sample
• Aggregate population information for Z, via administrative records or some 

other source (e.g., a large probability sample producing small standard errors)

• Use Z to develop the best predictor of Y from Z
• E.g., linear predictor of Y from a regression of Y|Z (in selected sample)

• Call this “best” predictor of Y an auxiliary proxy for Y, and call it X
• Based on aggregate Z info we can obtain !𝑋 = mean of X for the population

• Let U = other covariates in Z that are are orthogonal to X
• Let S = selection indicator (in non-probability sample)
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Approach for Means, cont’d

• Basic idea:
• We can measure the amount of selection bias in X (Z)
• If Y is correlated with X (Z), this tells you something about the potential 

selection bias in Y

• Use pattern-mixture models to explicitly model non-ignorable 
selection (i.e., selection dependent on Y)
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Approach for Means, cont’d
• Bivariate normal pattern-mixture model:

• Selection probability allowed to depend on both X* (rescaled proxy) and Y 
through φ; g() arbitrary
• φ = 0 à selection is ignorable, depending on X* (and U) only
• 0 < φ < 1 à selection is non-ignorable, depends at least partially on Y
• φ = 1 à selection is “extremely” non-ignorable, depending on Y (and U) only

• No information in the data about φ à vary φ in a sensitivity analysis
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Approach for Means, cont’d
• Andridge and Little (2011) show that the ML estimate of the mean of Y, 

given φ, is the following (note that rescaling of X is incorporated):

• 𝑟!"
($) = estimated correlation of X and Y in the non-probability sample

• Two proposed measures based on this result:
• Measure of unadjusted bias (MUB) and Standardized MUB (SMUB):
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Using the Proposed Index
• Proposed index is simple as it only depends on:

• Means, SDs, and correlation from the observed non-probability sample
• Population mean for proxy X
• Sensitivity parameter φ

• Little et al. (2020) propose an intermediate choice of φ = 0.5 for computing 
SMUB, along with an “interval” for the selection bias based on the extreme 
cases of φ:
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Additional Remarks on (S)MUB
• SMUB(1) = unstable when X (Z) is not a good predictor of Y

• Bias in Y cannot be reliably estimated
• SMUB(0.5) = related to the Bias Effect Size proposed by Biemer and Peytchev at 

the 2011 Nonresponse Workshop
• We show that this has a model-based justification
• We use the full bias expression in the numerator ( )𝑋 − �̅� ! ), rather than difference between 

non-selected and selected means (�̅�(%) − �̅� ! )
• MLEs don’t incorporate uncertainty in creation of X
• Alternatively, a fully Bayesian approach to computing (S)MUB available that 

incorporates uncertainty 
• Caution: Bayesian approach additionally requires variance/covariance matrix for Z for the 

non-selected cases
• The proposed MLE-based interval is a recommendation for practice, but we have an R 

function available for the Bayesian approach given the necessary information
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Simulation Results: Normal Case

• A comprehensive simulation study replicating Nishimura et al. (2016) 
has demonstrated excellent performance of the proposed SMUB 
index relative to other competing tools across a variety of scenarios
• Relative to other potential diagnostics (e.g., the R-indicator and the 

coefficient of variation of the selection propensities), the SMUB index 
has a much stronger correlation with, and is more predictive of, the 
true (unknown) selection bias
• See Boonstra et al. (2021) for details
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Approach for Binary Y
• Per Andridge and Little (2009, 2020), assume binary variable Y arises from a 

latent variable U that follows a normal distribution
• Create proxy X from a probit regression of Y on Z
• Key measure = biserial correlation of X and Y in selected sample = 𝑟"&

(!)

• Follow similar approach as (S)MUB using a pattern-mixture model for U and X
• Form similar indices of selection bias based on the observed respondent 

proportion !𝑦(") and (“modified”) MLEs for pattern-mixture model
• Proposed measure: Measure of Unadjusted Bias for a Proportion (MUBP)

• See Andridge et al. 2019 for details
• No need for standardization
• As with SMUB, can use MUBP(0), MUBP(0.5), and MUBP(1) indices for forming intervals

• Alternative estimation via a fully Bayesian approach for forming credible 
intervals for MUBP (given sufficient statistics on Z for the non-selected cases)
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Simulated Data: Binary Case
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• The gray horizontal line 
represents actual bias

• SMUB intervals for the 
bias (orange, the 
normal model) are 
substantially wider

• MUBP intervals (blue, 
green, based on the 
probit model) are 
much narrower and 
tend to cover the bias 
equally well (especially 
with Bayesian 
approach)
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Example: NSFG Smartphone Users
• Hypothetical population = Data from 16 quarters (2012-2016) of the 

National Survey of Family Growth (NSFG)
• Hypothetical non-probability sample = smartphone users in this population 

as our hypothetical non-probability sample
• Simulates a selection process, see Couper et al. (2018) for details

• Our Y variables were variables of interest to NSFG data users
• Considered both continuous and binary Y variables

• Our Z variables included those where pop. aggregates may be available:
• age, race/ethnicity, marital status, education, household income, region of the U.S. 

(based on definitions from the U.S. Census Bureau), current employment status, and 
presence of children under the age of 16 in the household

• We regressed Y on Z for smartphone users to form our linear predictor X
• Separately for males and females*

FCSM 2022: October 26, 2022
*The binary representation of gender in the NSFG does not reflect our current 
understanding of the complex construct of gender



Evaluation

• Computed our proposed indices (SMUB and MUBP) and intervals for 
each of several Y variables, for males and females separately
• Computed the standardized true estimated bias (STEB) for each of 

our estimates (the “truth”)
• Also considered the fraction of missing information (FMI) as a 

competing index, given some of the results in Nishimura et al. (2016)
• Assessed how often our proposed interval covered the STEB, and the 

correlations of our indices with the STEB values
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Results: Proposed Interval (SMUB)

• The proposed interval covers the actual STEB in 9/12 cases where the 
correlation of X with Y in the non-probability sample was above 0.4 
(good proxies)

• The proposed interval only covered the STEB in 5/16 cases where the 
correlation was less than 0.4

• The proposed interval becomes much wider when the correlation 
becomes smaller!
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Results: Correlation of SMUB(0.5) with STEB
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• Perfect correlation = dashed 
green line

• Strong correlation (r=0.65) of the 
SMUB(0.5) values with the 
actual STEB (true bias) values

• We see an even stronger 
correlation (r=0.86) when 
focusing on variables with proxy 
strengths (correlations) greater 
than 0.4 in the non-probability 
sample

• The FMI had a small negative 
correlation: not a useful 
measure (Nishimura et al. 2016)



Results: Bayesian Approach (SMUB)
• This plot shows draws of SMUB(φ) given 

draws of φ [from Uniform(0,1)], with 
predicted values of SMUB(φ) as a function 
of φ and 95% credible intervals

• NSFG variable shown = number of months 
worked in the past year for females, with 
STEB = 0.069 

• This plot is automatically generated when 
running our nisb_bayes() function in R 
for a given set of variables

• Note that a choice of φ = 0.5 results in 
draws of SMUB that closely reflect the true 
bias (for THIS variable)

• The proposed interval, allowing for 
uncertainty, also covers the true bias in this 
case; the Bayesian approach had better 
coverage for smaller correlations
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Applying the Binary Approach (MUBP)

• MUBP indices/intervals for 16 proportions based on binary variables 
in NSFG:
• Wide range of biserial correlations: .16 (income) to .82 (never been married)
• MUBP intervals significantly less wide than the SMUB intervals (regardless of 

correlation)
• Reflects tailoring of the MUBP index to the discrete nature of the binary Y

• 10/16 estimated bias values were covered by the proposed intervals, 
representing an improvement over the SMUB approach (only 8/16)

• Simulation results for the MUBP indices similarly show improvements 
over the SMUB index for binary Y
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Current Work: Assessing Non-Ignorable 
Selection Bias in Pre-Election Polling Estimates
• We are currently working on applications of the MUBP measure using 

pre-election polling data from 18 different polls in the U.S. and U.K.
• Some of these data are now publicly available!
• Approach:
• Find a good source of population data on likely voters, with predictors of 

voting for a given candidate that are also available in the poll data; not trivial!
• Use the Bayesian approach to compute measures of potential non-ignorable 

selection bias for each poll, adjusted estimates (and adjusted credible 
intervals for the proportions), and comparisons of the adjusted estimates 
with direct weighted estimates (and their design-based SEs)
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MUBP: Polling Application

• Paper is under second review at POQ
• Main challenge is finding the “right” population source (we are doing 

a post-hoc evaluation)
• You can walk through examples (including U.S. polls) in R: 

https://github.com/bradytwest/IndicesOfNISB
• Both the SMUB and MUBP measures could be computed in real-time 

for selected estimates, providing a sense of the amount of selection 
bias in the estimates at a particular point in a data collection
• Useful for responsive survey design strategies and prioritizing particular cases 

expected to reduce the estimated bias!
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Selected Results from Polling Application
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Bonus Application*:
MUBP for Estimating COVID Vaccine Uptake

• Could MUBP-based analysis have 
“predicted” at least the direction of this 
(selection) bias?
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Bonus Application*:
MUBP for Estimating COVID Vaccine Uptake
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• Yes! (with admittedly wide CIs)

• Easier to get aggregate Z for 
population than in polling 
application
• Auxiliary variables: gender, 

education, race, ethnicity, age, 
income

• Means/covariances from ACS

• Biserial correlations range 
.28 to .53

*Brady is not responsible for this content – blame Rebecca



Conclusions: Descriptive Estimates
• We propose simple model-based indices of potential non-ignorable 

selection bias for descriptive estimates based on non-probability 
samples (or low response rate probability samples)
• Indices are easy to compute and only require aggregate information 

on relevant covariates for the target population
• Proposed indices perform quite well when based on moderately 

informative auxiliary information (correlation > 0.4? or > 0.3?) 
• R functions enabling all SMUB and MUBP computations reported in 

this presentation; these functions are available here:
https://github.com/bradytwest/IndicesOfNISB
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The Case of Regression Coefficients
• But wait – we’ve done more!
• Extended these ideas to model-based indices of selection bias for the 

coefficients in linear and probit regression models estimated from non-
probability samples (West et al. 2021)
• Indices are effective when informative auxiliary variables are available

• Interested in coefficients from Y|Z
• Auxiliary information = covariates that are predictive of Y after conditioning on Z

• Easy-to-use R code, with examples, can be found at our GitHub page: 
https://github.com/bradytwest/IndicesOfNISB
• Future work needs to consider models for other non-normal outcomes; 

thus far, we have only considered extensions for the case of probit
regression models

FCSM 2022: October 26, 2022

https://github.com/bradytwest/IndicesOfNISB


Thoughts on Real-Time Monitoring

• All of the measures of selection bias outlined here are easy to 
compute given the necessary input information
• The measures would be straightforward to monitor during a data 

collection, to determine whether responsive and adaptive design 
activities are helping to reduce the bias in selected estimates 
computed based on the measured sample 
• They offer the important advantage of allowing for non-ignorable 

selection bias in selected estimates
• As a result, post-data collection adjustments (for which these 

measures also can be used) may not need to be as extreme
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Thank You! / Questions?

Please direct any and all inquiries to 
Rebecca Andridge (andridge.1@osu.edu)
or*
Brady West (bwest@umich.edu)

*Depending on whether you’re a Buckeyes or a Wolverines fan, I suppose
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